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Abstract

The behaviour of an integrated-planar solid oxide fuel cell (IP-SOFC) strongly depends on the reactive diffusive

flows within its porous support structure. Fuel is transported through the porous structure to the anodes of the elec-

trochemical cells and the structure may be impregnated with the required catalysts for the steam reforming of methane.

It is important to be able to calculate the distribution of gas properties within the porous structure in order to predict

the performance of each cell and to determine the amount of internal reforming that takes place. This paper describes a

three-dimensional numerical calculation method which has been developed to solve the governing equations in the

porous structure. The calculation method includes the interaction between the flow in the porous medium and that in

the adjacent fuel supply channel. The results highlight the importance of the kinetics of the reforming reaction and the

thermal boundary conditions, both of which have a significant effect on the flow field within the porous structure.

� 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

The solid oxide fuel cell (SOFC) is widely expected to

play a major rôle in the medium-sized electricity power

generation industry (1–10 MW) in the coming decades.

The benefits include the possibility of operation using

natural gas, zero emissions of nitrogen and sulphur

oxides, and very high cycle efficiencies when combined

with a gas turbine. All present types of SOFC reform

their fuels to hydrogen, either externally or internally,

and hence longer term attractions include flexibility

in fuel choice and the possibility of CO2 capture by the

use of a suitable fuel pre-processing technique.
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Three configurations of SOFC are currently under

development in industry: the planar, tubular, and inte-

grated-planar designs. The planar SOFC can have

sealing problems caused by thermal expansion. The

tubular SOFC is superior in this respect but manufac-

turing costs are currently very high. The integrated-

planar SOFC (IP-SOFC), pioneered by Rolls-Royce [1],

see Fig. 1, combines the advantages of the planar and

tubular designs without the thermal–mechanical disad-

vantages of the former or the fabrication costs of the

latter. Its potential is currently creating great interest in

the fuel cell community.

The electrochemical cells of an IP-SOFC are sup-

ported on a thick porous ceramic layer adjacent to the

anode and Fig. 2 shows the flow of gases and ions within

the structure. O2 gas diffuses through the cathode and

the electrochemical reaction,

1

2
O2 þ 2e� ! O2� ð1Þ
ed.
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Nomenclature

Dij binary diffusion coefficient

dp mean pore size

e specific energy

g mass flux vector

h specific enthalpy

K permeability (m2)

Kp equilibrium constant

L porous domain dimension

M molar mass

n number of species

p pressure

q heat flux vector

R molar gas constant

S mass rate of production per unit volume

s surface area vector

t time

T temperature

U velocity vector

V volume

X mole fraction

Y mass fraction

Greeks symbols

b tortuosity

e porosity

k thermal conductivity

l dynamic viscosity

q density

Subscripts

g gas mixture

i; j component species

p pore

s solid

0 fuel channel inlet

H2

H2O
CO
CO2

CH4

N2

O2 O2

e

H2O + CO
CH4 + H2O

H2 + CO2
3H2 + CO

Electrolyte (YSZ)
Anode (YSZ-Ni)

Cathode (LSM)

O2-

H2 H2O

Air flow

Porous support (MgAl2O4) 

Mass exchange

Fuel

flow
channel

Load

_

Fig. 2. Gas and ion transport and chemical reactions in an IP-

SOFC.
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Fig. 1. The Rolls-Royce IP-SOFC. Schematic diagram of a

module. The electrochemical cells are printed on both sides of

the ceramic structure.
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occurs at, or near, the cathode–electrolyte interface. The

O2� ions migrate across the electrolyte while H2 gas
diffuses through the porous support and anode layers.

The electrochemical reactions,

H2 ! 2Hþ þ 2e� ð2Þ

2Hþ þO2� ! H2O ð3Þ

occur at, or near, the anode–electrolyte interface and the

reaction product H2O diffuses back into the fuel chan-

nel. The porous support layer controls the convection

and diffusion of gases to and from the anode. The per-

formance of each electrochemical cell is intrinsically

linked to the gas composition and temperature at the

anode surfaces.

If the fuel supply is a reformate mixture of natural

gas, then CH4, CO and CO2 will also be present and it is

necessary to consider the water–gas shift and methane

reforming reactions,

H2Oþ CO$ H2 þ CO2 DH298 ¼ �41:1 kJmol�1

ð4Þ

CH4 þH2O$ 3H2 þ CO DH298 ¼ 206 kJmol�1 ð5Þ

which occur in (and may be catalysed by) the porous

support material. In this study, it is assumed that the

electrochemical conversion rate of CO is negligible

compared to that of H2.

There have been a number of studies focusing on the

flow conditions and gas concentration distribution

within the porous structure of a planar SOFC [2,3].

Thus, Lehnert et al. [2] modelled the multi-component

mass and momentum equations in an isothermal anal-

ysis of the reactive flows and determined the variation of

gas composition and reaction rate through the thickness
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of the porous structure. In reality, of course, the chem-

ical reaction rates are strongly temperature dependent

and, as shown by Ackmann et al. [3], it is important to

include the energy equation as well as the momentum

and species conservation equations.

The studies [2,3] used fixed boundary conditions at

the interface between the porous structure and the fuel

channel, see Fig. 2. In practice, in an IP-SOFC the mass

and enthalpy exchange between the fuel flowing in this

channel and the porous support will result in variable

conditions at the interface. Yuan et al. [4] included this

interaction in their three-dimensional analysis but they

took no account of chemical reactions.

This paper is concerned with the three-dimensional

numerical simulation of the multi-component reactive

gas flows in the porous support structure of an IP-

SOFC. The calculation procedure models thermal effects

in the gas and solid, and includes the effect of the

interaction with the adjacent fuel channel.
2. The physical model

2.1. General description

Fig. 1 shows the layout of one end of an IP-SOFC

module as developed at Rolls-Royce. A full size module

has up to 20 cells printed on the top and bottom sur-

faces. For illustrative purposes however, it is assumed

that the module is very much shorter and has only five

cells. The computational domain, shown in Fig. 3, is the

porous support structure directly above the central fuel

gas channel. It extends along the top of the channel for

the entire length of the module and has five cells printed

transversely across its top surface. The cells are omitted

from Fig. 3 for clarity.

The overall thickness of the electrochemical layers is

only about 100 lm. The computational domain has the
dimensions Lx ¼ 100 mm, Ly ¼ 1 mm, Lz ¼ 2 mm and

and is in direct contact with the anode layer of the cells.

2.2. Boundary conditions

For this investigation the boundary conditions

associated with the electrochemical reactions at the
Fuel flow

Air flow

in porous ceramic
Computational domain 

Ly

Lz

Lx

Fig. 3. Detail of the computational domain.
anode/electrolyte interface are applied directly to the top

surface of the porous structure. This is considered a

reasonable assumption as the anode is very thin (50 lm)
relative to the porous structure (1 mm). Fig. 4 shows a

cross-section along the length of the computational do-

main and the boundary conditions visible in this pro-

jection. The coordinate system shown in Fig. 4 is used

throughout this paper.

It is assumed that the domain has adiabatic solid

(non-porous) wall boundary conditions on its z ¼ 0 and
z ¼ Lz faces which are in contact with identical porous

regions. The x ¼ Lx face and parts of the y ¼ Ly face not

directly underneath a cell are also treated as solid adi-

abatic walls. The x ¼ 0 face, adjacent to the channel
inlet, is treated as a solid wall with a fixed temperature.

The y ¼ 0 face is the interface boundary between the
porous structure and the flow in the fuel channel. The

gas composition and temperature along the fuel channel

vary due to the mass and enthalpy transfer to the porous

structure. An inlet boundary condition at x ¼ 0 and a
channel half-width yc are also specified for the fuel
channel.

It is assumed that the electric current density in each

cell is uniform at 300 mAcm�2. The corresponding rates

of steam production and hydrogen consumption at the

anode/porous surface can then be deduced from Eqs. (2)

and (3). The heat flux from the anode surface is arbi-

trarily set to 250 Wm�2 to take account of the heat re-

leased during the electrochemical reaction at the anode/

electrolyte interface. The gas composition fixed at the

fuel channel inlet is 30% reformed methane fuel, see

Table 1.

The heat and mass fluxes normal to the boundary

surfaces (qn; gn) and the fuel channel inlet properties
used for the simulation are all given in Table 2.
Table 1

Inlet fuel composition from Lehnert et al. [2]

XH2 ¼ 0:263
XH2O ¼ 0:493
XCO2 ¼ 0:044
XCO ¼ 0:029
XCH4 ¼ 0:171



Table 2

Boundary conditions

Location Boundary condition

y ¼ Ly face gy;CO ¼ 0
underneath a cell gy;H2O ¼ �0:280 g s�1 m�2

gy;H2 ¼ 0:032 g s�1 m�2

gy;CO2 ¼ 0
gy;CH4 ¼ 0

qy ¼ �250 Wm�2

Fuel gas channel inlet p0 ¼ 100 kPa
T0 ¼ 1123 K

XCH4 ;0 ¼ 0:171
XCO;0 ¼ 0:029
XH2O;0 ¼ 0:493
XH2 ;0 ¼ 0:263
XCO2 ;0 ¼ 0:044

_m0 ¼ 2� 10�4 g s�1
yc ¼ 1:5 mm

x ¼ Lx z ¼ 0;Lz faces gn ¼ 0
qn ¼ 0

x ¼ 0 face gx ¼ 0
T ¼ 1123 K

Table 3

Properties of the ceramic porous material

Mean pore size dp ¼ 10 lm
Permeability K ¼ 3:125� 10�12 m2
Porosity e ¼ 0:5
Density qs ¼ 2000 kgm�3

Thermal conductivity ks ¼ 1:0 Wm�1 K�1
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2.3. Physical properties of the porous ceramic

The porous material is assumed to be MgAL2O4, a

ceramic often used as a support for catalysts. The

ceramic is assumed to be isotropic with the properties

given in Table 3. It should be noted that the pore size is

significantly larger than the mean free path of the gas

molecules and so diffusion can be modelled using con-

tinuum theory.
3. The governing equations

3.1. The momentum equation for the flow in the porous

structure

The performance of porous materials in building

insulation and in hydrology has been investigated

extensively. The starting point for analysis is the

empirical Darcy equation which describes the balance

between the force from the pressure gradient rp and the
frictional resistance from the solid material,
�rp ¼
lge

K
Up ð6Þ

where Up is the pore velocity vector, e is the porosity (the
volume fraction of void space), lg is the dynamic vis-
cosity of the gas mixture and K is the permeability. The
volume flow rate per unit area through the porous

structure is obtained by multiplying Up, the mean

velocity within a pore, by e. K was originally experi-

mentally determined by Darcy but can be estimated

from the mean pore diameter dp. The pore Reynolds
number is defined by

Rep ¼
qgjUpjdp

lg
ð7Þ

where qg is the gas mixture density. Eq. (6) is valid for
Rep < 1 [5], when pressure loss is dominated by pore
friction and the inertia terms usually present in a

momentum equation are insignificant. In the present

application, the maximum value of Rep is about 0.0001
and hence the use of Eq. (6) is well justified.

The Darcy equation describes the flow in the porous

structure well away from the walls. It cannot model a

no-slip condition at a wall nor the resulting boundary

layers. With reference to Fig. 4, it can be seen that

boundary layers may develop along the solid walls

bounding the x ¼ 0, x ¼ Lx and y ¼ Ly faces of the

computational domain, and also at the y ¼ 0 face where
the porous structure interfaces with the fuel channel. In

the Appendix A, an approximate theoretical analysis is

presented in order to estimate the likely magnitudes of

these boundary layers. It is found that, although the

boundary layer thicknesses are typically only about 1–

3% of the ceramic support thickness, Eq. (6) can be

modified to allow their calculation. This is done by

adding the so-called ‘Brinkman’ term [6–8] to the Darcy

equation which then becomes

�rp ¼
elg
K
Up �r 
 ðlgrÞUp ð8Þ

where the normal stresses in the final term are, as usual,

ignored.

3.2. Conservation of species

A conservation equation can be written for each of

the n individual species,

oqi

ot
þr 
 ðqiUpiÞ ¼ Si ð9Þ

where qi is the density, Upi is the pore velocity vector and

Si is the rate of production per unit volume due to
chemical reaction, all of species i. The flux vector of the
ith species qiUpi is the sum of the convection and diffu-

sion fluxes,
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qiUpi ¼ qiUp þ
gi
b

ð10Þ

where the mass-averaged pore velocity Up is the velocity

calculated from the Darcy Equation (6), gi is the diffu-

sion mass flux relative to the mass-averaged velocity and

b is the tortuosity. The diffusion mass fluxes can be de-
rived from the Stefan–Maxwell relations

rXi ¼
eM
qg

Xn
j¼1

gjXi

MjDij

�
� giXj

MiDji

�
ð11Þ

where Mi is the molar mass of species i, Dij ¼ Dji is the

binary diffusion coefficient of a mixture of the species i
and j and eM is the mean molar mass.

The Stefan–Maxwell relations can be written in

matrix form for the first n� 1 fluxes

ðrX Þ ¼ �
eM
qg

½B
ðgÞ ð12Þ

where ðrX Þ and ðgÞ are matrices of size ðn� 1Þ � 3
whose elements are the species mole fraction gradients

and diffusion fluxes respectively. The matrix ½B
 is a
square matrix of order n� 1 with components:

Bii ¼
Xi

MnDin
þ 1

Mi

Xn
j¼1;j6¼i

Xj

Dij
ð13Þ

Bij ¼ �Xi
1

MjDij

�
� 1

MnDin

�
ð14Þ

The first ðn� 1Þ diffusion fluxes are determined by

inverting the matrix ½B
. The nth flux gn is then found
from the condition that the diffusion fluxes sum to zero,

gn ¼ �
Xn�1
j¼1
gj ð15Þ

The non-reactive isothermal multi-component diffusion

through the thickness of the porous support can be

solved analytically if it is assumed that the flow is one-

dimensional [9]. Fig. 5 shows a comparison of the ana-

lytical and numerical solutions for this diffusion problem

specified by the boundary conditions in Table 2. The fuel

channel inlet boundary conditions are fixed on the

interface boundary (y ¼ 0) and the mass fluxes at the
boundary y ¼ Ly are calculated for a rather unrealistic

current density of 3000 mAcm�2. This is to amplify the

mole fraction variations for illustration and code vali-

dation purposes. At 300 mAcm�2 there is very little

variation across the porous support.

3.3. Conservation of energy

The equation governing the conservation of energy in

the porous structure is
oðqeÞeff
ot

¼ �r 
 ðqghgeUpÞ � r 
 qeff �r 

Xn
i¼1

egi
b

hi

 !
ð16Þ

where hg is the enthalpy of the gas mixture, qeff is the
heat conducted through both the solid and the gas and

the final term on the right represents the enthalpy flux

due to diffusion. hi is the partial enthalpy of the ith
species and is calculated from

hi ¼ hform;i þ
Z T

T0

cpiðT 0ÞdT 0 ð17Þ

where hform;i is the specific enthalpy of formation of

species i at T ¼ T0 ¼ 298:15 K. The specific enthalpy of
the gas hg is then given by

hg ¼
Xn
i¼1

Yihi ð18Þ

where Yi is the mass fraction of species i.
The total energy stored per unit volume of the porous

structure ðqeÞeff is given by
ðqeÞeff ¼ eqgeg þ ð1� eÞqses ð19Þ

where ðqeÞeff is a volume average of the energy stored
per unit volume of gas qgeg and the energy stored per
unit volume of solid qses. eg is given by

eg ¼ hg � RgT ð20Þ

where Rg is the specific gas constant for the mixture. The
specific internal energy of the solid material es is given by

es ¼ cpsðT � T0Þ þ es;298 ð21Þ

where cps is the specific heat capacity of the solid
structure and es;298 is the specific internal energy at the
datum temperature 298.15 K.
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The model assumes local thermal equilibrium be-

tween the gas and porous structure. The effective heat

conduction flux, qeff , can therefore be defined in terms of

the gradient of the common temperature T ,

qeff ¼ �ðekg þ ð1� eÞksÞrT ð22Þ

where the thermal conductivities of the gas and solid are

kg and ks respectively.
For code validation purposes, Fig. 6 shows a com-

parison between the analytical [10] and the numerical

solution for the fully developed thermal boundary layer

in a plane two-dimensional porous channel bounded by

isothermal walls. The numerical solution was obtained

by the method described in Section 4.

3.4. Reaction kinetics

The two chemical reactions under consideration are

the water gas shift reaction

H2Oþ CO!ksf H2 þ CO2 ð23Þ

and the methane reforming reaction,

CH4 þH2O!
krf
3H2 þ CO ð24Þ

where ksf and krf represent the forward catalysed reac-
tion rate constants for the shift and reforming reactions

respectively. The reverse reaction rate constants ksb and
krb can be determined from the equilibrium constants for
the two reactions,

Kps ¼
ksf
ksb

¼ pH2pCO2
pH2OpCO

¼ XH2XCO2
XH2OXCO

ð25Þ

Kpr ¼
krf
krb

¼
pCOp3H2
pCH4pH2O

¼
XCOX 3H2p

2

XCH4XH2O
ð26Þ
which are defined as functions of temperature by the

following empirical equations given in [11],

Kps ¼ expð�0:2935Z3 þ 0:6351Z2 þ 4:1788Z þ 0:3169Þ
ð27Þ

Kpr ¼ 1:0267� 1010 � expð�0:2513Z4 þ 0:3665Z3

þ 0:5810Z2 � 27:134Z þ 3:2770Þ ðPa2Þ ð28Þ

Z ¼ 1000

T ðKÞ � 1 ð29Þ
3.5. Rate constants

No rate data exists for the reactions catalysed by the

porous material MgAl2O4. Data does exist, however, for

the uncatalysed reactions [12–14] and also for the reac-

tions catalysed by the anode material YSZ-Ni [2,15–21].

For the purpose of this study the YSZ-Ni catalysed rate

data is used. The rate data presented in the literature

varies greatly due to the use of different material struc-

tures and different amounts of catalyst. For comparison,

Fig. 7 shows the effect of temperature on the rate of

hydrogen production for each chemical reaction (Ss;H2
and Sr;H2Þ using the data of Xu and Froment [15] and a
curve fit to the data of Lehnert et al. [2]. The rates of

hydrogen production presented here are calculated at

the composition and pressure given in Table 2 and are

normalised for ease of comparison. Fig. 7 shows that

there is good qualitative agreement between the two

data sets but significant quantitative differences at the

higher temperatures.

Arrhenius curve fits to the data of Lehnert et al.

[2,21] are used to describe both the catalysed shift

reaction,

Ss;H2 ¼ ksf pH2OpCO

�
� pH2pCO2

Kps

�
ðmolm�3 s�1Þ ð30Þ
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ksf ¼ 0:0171 exp
�
� 103191

RT

�
ðmolm�3 Pa�2 s�1Þ ð31Þ

and the catalysed steam reforming of methane,

Sr;H2 ¼ ksf pCH4pH2O

 
�
p3H2pCO
Kpr

!
ðmolm�3 s�1Þ ð32Þ

krf ¼ 2395 exp
�
� 231266

RT

�
ðmolm�3 Pa�2 s�1Þ ð33Þ

where R is the universal gas constant with units

(Jmol�1 K�1). The rate of production of each species

due to each chemical reaction can be inferred from the

rate equations (30), (32) and from the balanced chemical

reactions (23) and (24).
4. The numerical scheme

4.1. General description

The conservation equations are solved using a finite

volume time-marching method on a structured rectan-

gular grid with variables stored at cell vertices, see Fig.

8. It should be noted that the numerical solution method

is not currently time-accurate and time is used as a

pseudo-variable simply to facilitate convergence to the

steady-state solution. Variable grid spacing is used to

create a finer grid near the domain boundaries to cap-

ture boundary layer effects. This code was based on a

code originally developed for compressible turbo-

machinery calculations by Denton [22].

The discretized equations are solved at each compu-

tational grid cell to provide a new estimate of the pri-

mary variables in the centre of that cell. The calculation

of the fluxes through the cell surfaces is straightforward

because of the cell vertex storage scheme. All the first

order derivatives calculated at internal cell vertices

within the computational domain are evaluated using
Variables
stored
at nodes

Variable updated 
in cell centre

Fluxes
averaged
over faces

Fig. 8. Diagram showing a computational cell and the storage

of information.
central differences. Those derivatives calculated at cell

vertices on the external cell boundaries of the domain

are calculated using one-sided differences.

The time marching procedure begins with an initial

guess based on the fuel channel inlet boundary condi-

tions given in Table 2. These boundary properties are

applied over the entire computational domain and are

used to calculate the primary variables (qi; ðqeÞeff ;Up)
at every cell vertex.

The solution procedure over one time step can be

broken down into the following stages:

(1) At every cell vertex the physical properties of the gas

mixture (p, T , l, k, Xi, Dij) are calculated from the

primary variables.

(2) Every five time steps g, qeff and Si are updated at
every cell vertex.

(3) The pore velocity at the cell centre is overwritten

using a finite volume form of Eq. (8) given here in

the x-direction,

ðUpxÞcell ¼
K

elV

Z
sy

l
oUpx
oy

dsy

"
þ
Z
sz

l
oUpx
oz

dsz�
Z
sx

pdsx

#
ð34Þ

where V is the volume of the grid cell, sx is the
projection of the cell surface vector s onto a plane

with a normal vector in the x-direction and similarly
for sy and sz. The new estimate of velocity ðUpÞcell is
calculated based on the current pressure field and

the velocity gradients evaluated at the cell vertices

from the previous time step. The cell-vertex values of

velocity are then obtained by taking a mean of the

cell-centred values surrounding each vertex.

(4) The change in species density ðDqiÞcell over a time
step Dt is calculated using a finite volume form of

Eq. (9),

ðDqiÞcell ¼
Dt
V



�
Z
s

qiUpi 
 dsþ SiV
�

ð35Þ

The density changes ðDqiÞcell are distributed to the
densities stored at the cell vertices qi using a similar

process as above.

(5) The change in the specific energy at the centre of

each grid cell ðDðqeÞeffÞcell is calculated similarly,

ðDðqeÞeffÞcell ¼
Dt
V

"
�
Z
s

qghgeUp

 
þ qeff

þ
Xn
i¼1

egi
b

hi

!

 ds
#

ð36Þ

The energy changes ðDðqeÞeffÞcell are then distributed
to the energy stored at the cell vertices ðqeÞeff in the
same way.
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This process is repeated over many time steps until

the converged steady-state solution is found. This

numerical scheme requires no artificial dissipation or

smoothing and the converged solution is therefore sec-

ond-order accurate.

4.2. Physical properties

In step (1) the physical properties of the gaseous

mixture are evaluated. The temperature of the gas T is
obtained by solving Eqs. (17)–(21). The pressure p is
calculated from the ideal gas equation

p ¼ qg
ReM T ð37Þ

where the mean molar mass eM is calculated locally from

the current gas composition. The values of gas viscosity

and thermal conductivity are functions of temperature

and composition. For each species, the variation of each

property with temperature is defined by a quadratic

curve fit to tabulated data [23]. A mole fraction average

lg ¼
Xn
i¼1

Xili ð38Þ

is used to obtain an estimate of the properties at a given

gas composition. Although this method is not the most

accurate available it is computationally cheaper than the

methods of Reichenberg and Wassiljewa [23] and was

shown to give acceptable accuracy over the range of

interest.

4.3. Boundary conditions

4.3.1. Solid walls

At the solid walls, the prescribed boundary values are

used to overwrite the variables computed by the

numerical procedure. The fluxes normal to the solid

walls are set as in Table 2. The mass-averaged velocity is

set in conjunction with the diffusion velocity to give the

correct flux of each species, see Eq. (10). A no-slip

boundary condition is applied to the tangential flow

along the solid walls, see Fig. 9. This affects the velocity

gradient at the wall and allows a boundary layer to

form.

4.3.2. Interface boundary

At an interface boundary it is necessary to set the

values of properties rather than fluxes. If it could be

assumed that the adjoining gas represented a stationary

infinite source or sink, the properties would be constant

over the boundary. However, in this study, the gas in the

fuel channel is not stationary. The variation of gas

properties along the fuel channel are estimated from a

one-dimensional enthalpy and mass balance, see Fig. 10.

Conduction, diffusion and chemical reaction in the fuel
channel are currently ignored, although the intention is,

eventually, to include the fuel channel in the calculation

scheme.

The properties at the fuel channel inlet are specified

in Table 2. The properties along the channel are updated

using a similar time-marching method to the main

numerical scheme:

(1) Calculate the mean velocity at each axial position

based on the axial pressure gradient, a friction factor

and the wall slip velocity predicted by the code.

(2) Estimate the fluxes along the channel at each axial

position.

(3) Sum the fluxes along the fuel channel and through

the porous wall to give the net influx into each fuel

channel cell.

(4) Multiply the net influx by a time step to give the

change in properties at the centre of each cell.

(5) Distribute the changes to the vertices at the porous

boundary.

(6) Apply the velocity gradient normal to the surface

of the porous wall as a boundary condition on the

porous domain, see Eq. (A.7) in the Appendix A.

4.4. Time step

In order to speed convergence to the steady-state

solution a multi-grid method is employed whereby the

flow property changes at each time step are summed on
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three separate computational grids. The three grids vary

in size from a grid that represents the entire computa-

tional domain with one large cell to a grid where each

cell is represented individually. This results in non-time-

accurate marching toward a steady-state solution

because changes can be convected through the compu-

tational domain at a much higher speed than using a

single grid. The allowable time step is estimated using

the overall conservation of mass equation

oqg
ot

þr 
 ðqgUpÞ ¼ 0 ð39Þ

which can be rewritten assuming qg ¼ p=RT , substitut-
ing for Up from Eq. (6) and ignoring temperature vari-

ation to give

op
ot

¼ pK
lge

r2p ð40Þ

Eq. (40) is an unsteady diffusion equation for pressure.

The stability criterion for the one-dimensional version of

this equation is

pKDt
lgeDx2

6
1

2
ð41Þ

The limiting value of Dt calculated from Eq. (41) can

also be successfully applied to the three-dimensional

simulation.
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5. Results

The results presented below are calculated with the

boundary conditions and physical properties given in

Section 2. These properties and boundary conditions are

representative of an IP-SOFC porous support and do

not describe any particular experimental test case. In a

real fuel cell stack containing thousands of IP-SOFC

modules, the performance of any individual module will

depend crucially on its interaction with the surrounding

elements of the stack. Accurate and realistic specifica-

tion of the boundary conditions, particularly those

describing the thermal interaction, is therefore all

important. The results presented below are therefore

included for illustrative purposes to show the potential

of the method.

The computational grid comprised 100 cells in the x-
direction, 28 cells in the y-direction and 4 cells in the z-
direction. The results are plotted on a cross-section

through the computational domain as shown in Fig. 4.

This cross-section is in the x–y plane, located at z ¼ Lz=2.
However, because of the boundary conditions adopted,

no variation of the flow-field is expected to occur in the

z-direction. The calculation took 16 h of computational
time to converge on a 1.5 GHz Pentium 4 PC. It should

be noted that a particularly low fuel channel mass flow
rate was chosen to accentuate the variation of flow

properties in the porous structure.

Fig. 11 shows the component of the gas velocity

vector Up in the x–y plane. The variation of the y-
direction velocity Upy is shown in Fig. 12. A net mass

flux enters the porous structure at the anode interface

(y ¼ Ly) and travels through the domain spreading by a

small amount in the x-direction. The x-direction velocity
Upx is shown in Fig. 13. Large variations of Upx are
visible at the edges of each anode (y ¼ Ly) where the flow

spreads in the x-direction. Within the boundary layer
adjacent to the fuel channel, Upx is of a similar magni-
tude as the variations at y ¼ Ly . Fig. 14 shows the

pressure distribution within the domain. The overall

pressure gradient in the x-direction is caused by the
prescribed pressure drop in the fuel channel. In order to

conserve mass, the pressure increases in the regions

adjacent to each anode where mass enters the system.
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This pressure rise results in a pressure gradient in the x-
direction which causes the spreading of the flow in the x-
direction at the anode edges.

The temperature distribution, see Fig. 15, shows a

decrease in the x-direction from the fuel channel inlet

(x ¼ 0). The temperature drop is caused by the endo-
thermic methane reforming reaction which proceeds

very quickly at the channel inlet where the temperature

and the methane mole fraction are both high. Fig. 16

shows the rate of production of hydrogen as a result of

this reaction. As the temperature drops, the methane

reforming reaction rate decreases (see Fig. 7) and the

heat input at each anode (from the electrochemical

reactions) causes the x-direction temperature gradient to
increase gradually. The distribution of the methane mole

fraction, see Fig. 17, confirms that the reduction in

the rate of hydrogen production is not due to the

consumption of the methane present but is a result of

the temperature dependency of the reforming reaction

rate.
As shown in Fig. 18, the mole fraction of hydrogen

XH2 is locally low at the anode surfaces where it is

consumed. However, in between the anodes XH2 in-
creases as a result of the chemical reactions. At the fuel
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channel inlet there is a net increase in XH2 as more
hydrogen is produced by the methane reforming reac-

tion than is consumed at the anodes. As Sr;H2 decreases
with increasing x, the opposite behaviour is observed
and there is a net decrease in XH2 as more hydrogen is
consumed at the anodes than is produced by the chem-

ical reactions. Similarly, Fig. 19 shows that there is a net

increase in XH2O toward the end of the fuel channel. The
rate of hydrogen production by the shift reaction, see

Fig. 20, increases at the anode surfaces where conditions

are favourable due to the low value of XH2 and the high
value of XH2O.
Finally, it should be noted that the calculations were

performed assuming a constant heat flux into the

domain from the anodes. In practice the fall in tem-

perature in the x-direction would result in reduced

voltage and heat production in successive electrochem-

ical cells. The accurate representation of such effects

clearly requires more detailed modelling of the cell

electrochemistry.
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6. Conclusions

A method for solving the multi-component steady-

state gas flow with chemical reaction in the porous

support structure of an IP-SOFC has been demon-

strated. The method is fully three-dimensional and

provides detailed information on the flow field which

cannot be obtained by simpler, more approximate

models. Multi-component diffusion is handled correctly

by solving the Stefan–Maxwell equations and an arbi-

trary number of gas components can be included. The

catalysed shift and methane reforming reaction rates are

also modelled, the local temperature being obtained by

solving the complete energy equation including heat

conduction in the gas and solid, and enthalpy transport

by convection and diffusion. Another novel feature of

the method is its ability to compute the velocity

boundary layers at the edges of the porous structure.

This is particularly important at the interface with the

fuel channel.

A sample calculation has been used to illustrate the

potential of the method. Although this was not related

to a particular experimental situation, it has demon-

strated the importance of the temperature dependence of

the methane reforming reaction. More realistic results

would require the careful matching of the boundary

conditions to the exact physical situation together with

improved modelling of the fuel cell electrochemistry and

the fuel channel fluid mechanics. Work along these lines

is currently in progress at Cambridge.
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Appendix A. Estimation of boundary layer size

There are two types of boundary layers that can form

within a porous material. The first is due to flow over a

solid surface. The equation governing a fully-developed

flow through a plane, two-dimensional porous channel

with solid walls is

op
ox

¼ lg
o2Upx
oy2

�
lge

K
Upx ðA:1Þ

Assuming y ¼ 0 at the channel centre-line and a channel
half-width of yd, the boundary conditions are

UpxðydÞ ¼ 0;
oUpx
oy

����
y¼0

¼ 0 ðA:2Þ

The solution is

UpxðyÞ ¼
op
ox

K
lge

cosh


y

ffiffiffiffi
e
K

r �
cosh



yd

ffiffiffiffi
e
K

r �
0BBB@ � 1

!
ðA:3Þ

The boundary layer thickness dH is defined as the dis-

tance from the wall where the velocity Upx is equal to
99% of the velocity defined by the unmodified Darcy

Equation (6). This is equal to

dH ¼ yd �
ffiffiffiffi
K
e

r
ln 0:02 cosh yd

ffiffiffiffi
e
K

r� �
 �
ðA:4Þ

which for the parameters in this study, reduces to

dH � �
ffiffiffiffi
K
e

r
ln 0:02 � 0:01 mm ðA:5Þ

and represents 1% of Ly . This result agrees well with the

work of Vafai and Tien [24] on high porosity foam

metals.

A boundary layer can also be formed at the interface

between the porous domain and the fuel channel. Bea-

vers and Joseph [25] introduced the concept of an

interface velocity, Ux;int, which results from the need to

match the velocity gradient as well as the velocity at the

interface of the gaseous and porous flow, see Fig. 21.

The flows in the fuel channel and in the porous

structure are both induced by the same pressure gradi-

ent. It is possible to estimate the size of the boundary

layer in the porous structure from the equations for

fully-developed porous and non-porous flow, Eq. (A.1)

and
op
ox

¼ lg
o2Ux

oy2
ðA:6Þ

respectively where Ux is the velocity in the gas channel.

The velocity gradient for a fully-developed flow in a gas

channel of width 2yc with slip is independent of the slip
velocity and is obtained from Eq. (A.6) as

oUx

oy
¼ 1

lg

op
ox

y ðA:7Þ

This velocity gradient, evaluated at the channel wall

(y ¼ yc) is used as a boundary condition to solve Eq.
(A.1) to give

UpxðyÞ ¼ � K
elg

op
ox

sinh y

ffiffiffiffi
e
K

r� �
cosh yd

ffiffiffiffi
e
K

r� � yc

ffiffiffiffi
e
K

r
þ 1

26664
37775 ðA:8Þ

The interface velocity, Ux;int, is given by UpxðydÞ as

Ux;int ¼ UpxðydÞ ¼ � K
elg

op
ox

yc

ffiffiffiffi
e
K

r

þ 1
�
� 4:5 mms�1

ðA:9Þ

The boundary layer thickness is calculated as the dis-

tance from the interface to where the velocity¼ 101%
of the Darcian velocity. For the parameters in this

study the boundary layer thickness is therefore given by

dH ¼ �
ffiffiffiffi
K
e

r
ln

0:02

yc

ffiffiffiffi
e
K

r
2664

3775 � 0:025 mm ðA:10Þ

which represents 2.5% of Ly . Fig. 22 shows the analytical

solutions for the interface boundary layer velocity pro-

file for different values of permeability. A comparison is

also made with the velocity profiles calculated using the

numerical method described in this paper.
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the porous structure adjacent to the fuel channel, see Eq. (A.8).

The equivalent numerical solutions, using the method described

in this paper, are plotted for comparison.
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